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PrimeGrid 
• What is PrimeGrid? 

•  ‘Volunteer Computing’ project built on BOINC platform 
•  Searching for large primes (GFNs, Cullen, Woodall, Proth, Riesel, Twin 

Primes, Sophie Germain Primes …) 
•  Working on computational proofs of Sierpiński, Riesel Conjectures 

(also the Prime and Extended variants)  
•  Set up in 2005 by Rytis Slatkevičius, now a team of volunteer admins 

and software developers 
•  50,000+ users, largest BOINC project by total credit 



PrimeGrid 
• Range of applications 

•  LLR (CPU only) 
•  PFGW (CPU only) 
•  PPSieve (CPU, CUDA, OpenCL) 

• Portable to many clients 

•  OS:  

•  Hardware: 
•  Intel, AMD, PPC, ARM CPUs 
•  Nvidia & AMD GPUs, Cell BE 



Genefer: Background 
• Program for (psuedo-)primality testing of Generalized 

Fermat Numbers 

•  Implements a Fermat test 
•  Essentially large-integer squaring (using DWT) 
•  Modular reduction 
•  Results in a 64-bit residue 

• Original C-code written by Yves Gallot in 2002-2004 
• Extended by Gallot and David Underbakke with hand-

coded assembly (MASM) transforms using: 
•  x87 FPU 80-bit precision for extended range of b 
•  x86-64 / SSE2 vector arithmetic for ~80% speedup 

Fb,n = b
2n +1

aFb,n!1 "1(modFb,n )



Genefer: New Developments 
• Converted MASM to GNU syntax 

•  Allowed builds for Mac OS X and Linux clients 

•  Integrated BOINC API calls into Genefer 
•  Task start/stop/pre-empt, checkpoint, progress reporting 

• Merged the (slightly diverged) versions into a single code 
•  Uniform front-end: main algorithm, UI, checkpointing, benchmarks 
•  Simple API implemented by each back-end 
•  Build a particular version via pre-processor defines 



Genefer: New Developments 
• Support for Nvidia GPUs via CUDA back-end 

•  FFTs using CuFFT library 
•  Rounding and normalisation via four custom kernels 
•  Initial port by Shoichiro Yamada, then optimised and auto-tuned 
•  Entire calculation loop on GPU 
•  Minimal data transfer 

•  Initialisation 
•  Infrequent check of max round-off error 
•  Periodic checkpoints 

•  CUDA is all encapsulated below the back-end API 

• Code and binaries released: https://www.assembla.com/
spaces/genefer 



Genefer: New Developments 
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Table 1. b limits and performance (ms per multiplication) of

Genefer variants for selected n. Tests performed on Core 2 Quad

2.4 GHz running Window 7 Pro 64 bit, with an Nvidia GTX460

1350MHz (Driver 285.86).

Genefer80 Genefer Genefx64 GeneferCUDA
2n b limit t (ms) b limit t (ms) b limit t (ms) b limit t (ms)

32768 67,210,000 2.34 1,630,000 1.67 1,575,000 0.912 1,840,000 0.212
131072 45,450,000 11.2 1,095,000 7.54 1,060,000 4.05 1,270,000 0.601
524288 30,020,000 57.4 695,000 35.3 735,000 19.3 815,000 1.98

2097152 20,250,000 277 490,000 175 515,000 102 580,000 8.23
4194304 - - - - - - 480,000 16.5

rather than requiring participants to install the PRPNet client. All the ‘Gene-

fer’ variants have been unified into a single program, allowing a single consis-

tent interface independent of the actual calculation method employed. In ad-

dition, this will make the development of any additional FFT implementations

much easier, and promotes future maintainability of the software. Finally, we

have made our programs freely available in both source and binary forms from

https://www.assembla.com/spaces/genefer, which we believe is significant con-

tribution to the community.

2.2. Sieving. Despite the excellent performance obtained with recent versions of

‘Genefer’, in common with other prime searches to most efficiently search a large

range of candidates (here the b values to be tested for each n in Fb,n) we employ

a sieve to quickly remove candidates which have ‘small’ prime factors. The sieving

agorithm used was developed by Phil Carmody and described here[3]. Deciding

exactly when to stop sieving - the depth of the sieve - is a function of the relative

speed at which the sieving program can find factors compared to the rate at which

the primality testing program can test the remaining candidates. Initially, we car-

ried out sieving using the ‘AthGFNSv’ program developed by Underbakke, Gallot

and Carmody. However in May 2012 a CUDA sieving program ‘GFNSvCUDA’ was

implemented by Anand Nair, which was dramatically faster than the existing CPU

sieve. For example, at n = 19, several years of sieving on CPUs had reached a

depth of 3070P (i.e. 3.07 × 10
15

). Within the first 6 months of sieving on GPUs,

a depth of 19100P has been reached (including a re-check of the original 3070P),

and the sieving effort stopped as it is now more efficient to directly PRP test the

remaining candidates.

3. Distribution of large GFN primes

To date, PrimeGrid is actively searching 15 ≤ n ≤ 22, with the exception of

n = 17 which is reserved by independent searchers. n = 20, 21 are still in the

process of sieving, but good progress has been made in primality testing the other

n, which we summarise in table 2. Note that for n = 15, 16, 17 the largest known

GFN prime is significantly beyond the current b reported. This represents the fact

that while every b below the reported values is known to have been tested individual

searchers have tested small ranges far in advance of the current organised search

limit.

b limits and performance (ms per multiplication) for selected n on a 
Core 2 Quad 2.4 GHz with Nvidia GTX480. 



GFN Prime Search Status 
• Since 2009, we have extended the GFN search to higher 

b and started work on larger n 
•  In the process discovered 12 new GFN mega-primes 

•  7 of these found using GeneferCUDA 
•  No primes yet in n=20, n=22 searches although current search 

limits are at 10th and 2nd place on the top 5000 prime list. 
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Table 2. Contiguous search limits and largest known primes for each n.

n b limit (Sep 2013) Largest Prime Date Decimal digits
15 6,961,316 1554729632768 + 1 Jul 2011 235,657
16 3,196,780 1950221265536 + 1 Jan 2005 477,763
17 1,166,000 1372930131072 + 1 Sep 2003 804,474
18 1,024,466 773620262144 + 1 Feb 2012 1,528,413
19 750,244 475856524288 + 1 Aug 2012 2,976,663
20 201,460 - - -
22 10,428 - - -

was developed by Phil Carmody [3]. Deciding exactly when to stop sieving -

the depth of the sieve - is a function of the relative speed at which the sieving

program can find factors compared to the rate at which the primality testing

program can test the remaining candidates. Initially, we carried out sieving using

the ‘AthGFNSv’ program developed by Underbakke, Gallot and Carmody. How-

ever, in May 2012 a CUDA sieving program ‘GFNSvCUDA’ was implemented

by Anand Nair, which was dramatically faster than the existing CPU sieve. For

example, at n = 19, several years of sieving on CPUs had reached a depth of

3070P (i.e. trial factors up to 3.07× 10
15

had been checked). Within the first 6

months of sieving on GPUs, a depth of 19100P has been reached (including a

re-check of the original 3070P), and the sieving effort stopped as it is now more

efficient to PRP test the remaining candidates directly.

3 Distribution of Large GFN Primes

To date, PrimeGrid is actively searching 15 ≤ n ≤ 22, with the exception of

n = 17 which is reserved by independent searchers. The n = 21 case is still in

the process of sieving, but good progress has been made in primality testing

the other n, which we summarise in Table 2. Note that for n = 15, 16, 17 the

largest known GFN prime is significantly beyond the current b reported. This

represents the fact that while every b below the reported values is known to have

been tested, individual searchers have tested small ranges far in advance of the

current organised search limit.

In their 2002 paper [5] Gallot and Dubner presented a method for calculating

the expected number of GFN primes for each n up to a particular limit of b.
They showed excellent agreement between the predicted and the actual num-

bers of primes found for n ≤ 12, b ≤ 10
6

and n = 13, 14, b ≤ 10
4

based on the

then current search limits. We have calculated the expected numbers of GFN

primes for each n up to our new search limits using Gallot’s method and com-

pared with the actual numbers of primes found to date in Table 3. For ease of

comparison with Gallot and Dubner’s tables, we also report the difference be-

tween estimated and actual numbers of primes in terms of standard deviations.

In addition to PrimeGrid’s database, the Largest Known Primes Database [2]

was used to provide data for smaller b and n values.



GFN Prime Search Status 
• Used our results to extend Gallot and Dubner’s tables

(Math. Comp. 71, 2002) 
•  Good agreement with predicted distribution of primes except at 

n=18,19 
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Table 3. Comparison of predicted and actual number of GFN primes for 13 ≤ n ≤ 22
up to current search limits

b ≤ 105 b ≤ 106 Search Limit
2n Est. Act. Err. Est. Act. Err. b Est. Act. Err.

8192 10 3 -2.2 81 74 -0.8 13,000,000 764 730 -1.2
16384 5 1 -1.7 38 33 -0.9 4,560,000 156 137 -1.5
32768 2 1 -0.5 14 16 0.6 6,961,000 84 91 0.8
65536 2 1 -0.5 13 14 0.2 3,196,000 35 38 0.5

131072 1 1 0.2 7 5 -0.6 1,166,000 8 7 -0.4
262144 0 2 2.2 4 7 1.5 1,024,000 4 7 1.5
524288 0 1 1.6 2 - - 750,000 2 4 2.0

1048576 0 - - 1 - - 201,460 0 0 0.0
...

...
...

...
...

4194304 0 - - 0 - - 10,428 0 0 0.0

We observe that while most of the findings are broadly in line with the
predicted values (indeed, over 50% of the errors are less than one standard
deviation), there appear to be significant excesses of GFN primes for n = 18, 19,
particularly for small b. Unfortunately, with the current b limits, the number
of primes is too low to assess the probability that the predicted distribution of
primes is correct via the Chi Squared Test. Nevertheless, it is still possible to
check the validity of the prediction, since if Gallot’s expression for the number of
GFN primes for given b, n was too small then we should see that more candidates
remain after sieving than expected.

Dubner and Keller [6] showed that a given prime p = k · 2n+1 + 1 divides
Fb,n with probability 2n/p (averaged over all b). Thus if we sieve R GFNs with
all potential divisors p < pmax, the number of expected candidates is

�

p<pmax

(1− 2n

p
) · R, p ≡ 1 mod 2n+1 (1)

Applying Mertens’ 3rd theorem [7] we have

�

p<pmax

(1− 2n

p
) =

2Cn

eγ log(pmax)
(2)

where

Cn =
�

p�=2

(1− an(p)
p )

(1− 1
p )

, an(p) =

�
2n if p ≡ 1 mod 2n+1,

0 otherwise.
(3)

So sieving the GFNs Fb,n, b ∈ [2, Bmax] we expect the number of candidates
remaining to be

e−γCnBmax/ log(pmax) (4)



Future Plans 
• Already developed several new CPU transforms 

•  SSE3, AVX, 128-bit software ‘double-double’ precision 

• OpenCL implementation currently in beta 
•  Targetted at AMD GPUs 
•  Can be faster than CUDA for some n on some hardware 

• Merge CPU back-ends into single executable 
•  Auto-select transform based on hardware support and performance 
•  Expose parameters for auto-tuning 

•  (Hopefully) find a new World Record Prime! 



Summary 
• PrimeGrid is a popular BOINC project with many primality 

testing sub-projects, including searching for large GFN 
primes 

• We have ported the Genefer program to many architectures 
and OS, including Nvidia GPU using CUDA 
•  10x speedup over single CPU core for large n 

•  Large steps forward in search breadth and depth over 
previous GFN search effort 

• Closing in on a new world record prime 
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Thanks for listening 
 

Any questions? 
 
 

www.primegrid.com 
www.epcc.ed.ac.uk/~ibethune 

 


