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The ExTASY project 
• UK-US Collaborative research project 
  funded by NSF (US) & EPSRC (UK) 

•  2013 – 2017 
•  Partners: Rice, Rutgers, Duke, Edinburgh, Nottingham, Imperial 
 

Grand Challenges in the Chemical Sciences 
 

“to enhance our ability to understand the behaviour and function of 
complex macromolecules such as proteins, DNA, and other bio-
molecules through sampling with molecular dynamics (MD) 
simulations.” 

http://www.extasy-project.org 
 

 



Applica0on	to	Alanine	Dipep0de	

The ExTASY project 
•  More sampling via more simulations 

•  Hundreds or thousands of concurrent MD jobs 
•  Manage execution, data movement, efficient HPC resource utilisation 

•  Better sampling via biased simulations 
•  Don’t waste time sampling behaviour already observed 
•  Drive systems towards unexplored regions 
•  … and still obtain true thermodynamic distribution of states? 

•  Faster sampling via better algorithms 
•  Couple the latest integration algorithms with existing MD codes 
•  Increased timestep without loss of accuracy 

Ensemble Toolkit 

CoCo-MD, DM-d-MD 

MIST library 



Molecular Dynamics Software 
• Many highly-tuned MD codes developed 

•  GROMACS, AMBER, LAMMPS, NAMD … 
•  1000s of person-years of effort 
•  Support for multicore desktop, GPUs, HPC, custom 

hardware 
•  USPs 

•  force-fields, special features (REMD, TAMD …), 
optimised for speed or scalability, file formats… 

•  Leads to code complexity! 
•  New developments mainly by core developer 

groups 
•  Require knowledge of parallelisation, low level 

optimisations, internal data structures 



Molecular Dynamics Software 
• Result: 

•  Community stuck with small number of widely implemented 
algorithms: 

•  Verlet / Leapfrog + Berendsen / Nosé-Hoover Thermostat, 
Barostats, Langevin Dynamics, SHAKE/RATTLE/LINCS 

•  Force-biasing algorithms e.g. Metadynamics (PLUMED) 

• What is missing? – examples: 
•  Langevin BAOAB (Leimkuhler & Matthews, JCP, 2013) 

•  Stable at 25% longer timesteps, 10x smaller KE, PE error 
•  DLM rotational integration (Dullweber et al, JCP, 1997) 

•  Symplectic, time-reversible -> long term stable CG-MD 



Bridging the implementation gap 
• High-level abstraction of system state 

•  Allow direct modification of state variables (positions, momenta…) 
•  Clean & simple API -> easy to write new integrators 
•  No knowledge of parallelisation required 
•  Independent of a particular MD code -> portability 

• Plug-in to existing MD codes 
•  Use existing highly-tuned force evaluation code 
•  System setup and output in well-known formats 
•  Minimise loss of performance due to abstraction (overhead) 
•  Ability to test algorithms on production-scale systems 



MIST: Molecular Integration Simulation Toolkit 
• C++ library 
• Shared 

Memory 
• C / Fortran 

interface 
• Open Source 

(BSD licence) 
• No external 

dependencies 



MIST: Molecular Integration Simulation Toolkit 
void VerletIntegrator::Step(double dt) 
{ 
    VelocityStep(0.5 * dt); 
 
    PositionStep(dt); 
 
    system->UpdateForces(); 
 
    VelocityStep(0.5 * dt); 
 
} 



MIST: Molecular Integration Simulation Toolkit 
void VerletIntegrator::Step(double dt) 
{ 
    VelocityStep(0.5 * dt); 
 
    constraintSolver->StorePositions(); 
 
    PositionStep(dt); 
 
    ResolveConstraints_pos(dt); 
 
    system->UpdateForces(); 
 
    VelocityStep(0.5 * dt); 
 
    ResolveConstraints_vel(dt); 
} 



MIST: Molecular Integration Simulation Toolkit 
void ContinuousTempering::Step(double dt) 
{ 
    ... 
    for (i = 0; i < system->GetNumParticles(); i++) 
    { 
        m_inv = system->GetInverseMass(i); 
        v = system->GetVelocity(i); 
        f = system->GetForce(i); 
        f = Vector3::Scale(1 - coupl, f); 
        v = v + Vector3::Scale(dt * 0.5 * m_inv, f); 
        system->SetVelocity(i, v); 
    } 
    ... 
} 



MIST: Molecular Integration Simulation Toolkit 
•  12,000 atoms 
• Verlet NVE 
• CHARMM22 

all-atom flexible 
• Gromacs 5.0.2 
•  Intel Ivy Bridge 

(Cray XC30) 

• Overhead < 1% 



MIST: Molecular Integration Simulation Toolkit 

•  Intel Sandy 
Bridge 

• Nvidia K20x 
GPU 

• Gromacs 5.0.2 

• Overhead 1-5% 



MIST: Molecular Integration Simulation Toolkit 

• Water box in 
AMBER 14 

• Stable 
integration 

• MIST-leapfrog 
trajectory 
analytically 
identical 



Application 
• Continuous Tempering (Gobbo & Leimkuhler, Phys. Rev. E, 

2015) 

• Extended system, ξ acts as an effective temperature 
• When f(ξ) = 0, recover unperturbed system 
• When f(ξ) > 0, higher temperature promotes phase space 

exploration 
• Perform metadynamics on Φ(ξ), integrate with Langevin 

BAOAB algorithm 

Ĥ(q,p,ξ,pξ ) = H (q, p)− f (ξ )U(q)+ pξ
2 / 2mξ +φ(ξ )



Application 
• Deca-alanine 

• Using NAMD-Lite + MIST 

• Many transitions observed in 
400ns simulation (black 
points) 

• Canonical distribution of 
configurations at 300K (red 
points) used to construct free 
energy profile 

 
 

RAPID COMMUNICATIONS

EXTENDED HAMILTONIAN APPROACH TO CONTINUOUS . . . PHYSICAL REVIEW E 91, 061301(R) (2015)

FIG. 3. (Color online) Shown on top is the autocorrelation func-
tion of ξ and of the end-to-end distance (black and blue lines,
respectively). The estimated autocorrelation time is less than 100 ps
in both cases. The lower inset shows, in black, the evolution of the
end-to-end distance during the first 400 ns of simulation and in red the
same quantity for the subset of configurations subject to the condition
|ξ | < ". Only the latter were used to compute the free-energy profile
shown in the top inset. The bottom shows the deca-alanine molecule in
its folded helical state. A dashed gray line connects the two extremal
carbonyl carbon atoms used to compute the end-to-end distance.

hardly show any transition. The lower inset in the top panel of
Fig. 3 shows, in black, the evolution of the end-to-end distance
during the first 400 ns of simulation of the extended system.
The molecule frequently visits configurations characterized
by a low value of the end-to-end distance and undergoes
also a considerable amount of complete unfolding events,
characterized by an end-to-end distance greater than 25 Å. The
same quantity, but only for the configurations corresponding
to values of |ξ | < ", is shown in red and it can be noticed how
almost all configurations are characterized by a value of the
end-to-end distance around 14 Å, showing that the procedure
is consistent and the high-temperature configurations visited
during the simulation do not corrupt the reconstruction of the
canonical distribution. From these data we obtained the free-
energy profile shown in the upper inset, which is compatible,

within the errors, with the results obtained in Ref. [18]. The top
panel of Fig. 3 also shows the autocorrelation function of the
additional degree of freedom and of the end-to-end distance
(black and blue lines, respectively). The relative autocorrela-
tion times can be estimated in about 80 and 50 ps, respectively.

We have introduced a tempering simulation technique based
on an extended Hamiltonian formulation. In our approach,
an additional degree of freedom is coupled to the physical
system and its dynamical evolution results in a change of the
effective temperature of the physical system. In contrast to
traditional tempering simulation techniques such as simulated
and parallel tempering, in our case the temperature change
experienced by the physical system is continuous. In both
simulated and parallel tempering, swaps between different
discretely distributed temperatures are attempted according
to a protocol that preserves detailed balance. A continuous
change of temperature may be a convenient advantage since in
many cases the discrete distribution of temperatures implies
a small overlap between the different ensembles causing the
acceptance rate for the attempted swaps to be low.

Other algorithms based on varying the temperature, or
similarly on changing the energy distribution of a system
using a bias potential, have been proposed in past works,
Refs. [20–22] being among the most well known. Our method
has certain conceptual similarities to all these techniques. In
particular, metadynamics in the well-tempered ensemble [23]
consists of applying a bias on the potential energy such that
its fluctuations are consistently augmented but maintaining the
average value approximately equal to the canonical one. For
the interested reader a general discussion, from a foundational
perspective, of the similarities between the multicanonical
ensemble approach of Refs. [21,22] and metadynamics using
the potential energy as a collective variable can be found
in [24]. Unlike with these methods, our approach is based
on an auxiliary variable whose dynamical evolution has the
effect of driving the physical system through different regimes.
We use a metadynamics history-dependent potential to flatten
the distribution of the auxiliary variable in an interval of
interest. The use of Gaussian kernels to obtain a desired target
distribution is also at the basis of Ref. [23] and represents a
numerically robust framework with respect to the formulation
of Refs. [21,22] (see [24] and references therein for details).
A continuous tempering technique has also been proposed by
Zhang and Ma [25,26]. The main difference between their
approach and ours lies in the simplicity and robustness of our
formulation. The extended Hamiltonian formulation strongly
simplifies the treatment of the dynamical evolution of the
temperature. Compared to all these techniques, obtaining a
desired temperature (or energy) distribution is very simple in
our case since this can be achieved by shaping appropriately
the coupling function f (ξ ). The flexibility of our approach
allows us to couple the additional degree of freedom not
only to the temperature but also to particular terms of the
potential energy known to be relevant. A simple and direct
possible example may be a rescaling of the dihedral angles’
potential energy term in a way reminiscent of what is done in
accelerated MD [9]. With our approach, no reweighing of the
sampled configurations is needed since the particular form of
the coupling between the physical system and the additional
degree of freedom ensures that a certain portion of the

061301-5



MIST: Roadmap 
•  Improved constraint solver 

•  Symmetric Newton iterative method (see Leimkuhler & Matthews, 
Proc. Roy. Soc. A, 2016) 

•  Support for multiple timestepping (RESPA etc.) 

•  MPI Parallelisation 
•  Support for domain decomposition in Gromacs 
•  Plug-in for NAMD 

•  New integrators 
•  Boxed MD (Booth et al, Phil. Trans. Roy. Soc. A, 2014) 
•  Force-biasing from on-the-fly Diffusion Maps (Clementi Group) 

 



Summary 
• MIST library freely available from: 

•  http://www.extasy-project.org/mist 
•  Support for Gromacs, AMBER, NAMD-Lite 
•  8 integrators currently implemented 

•  Try out existing algorithms… 
•  ... or implement your own 

• Your feedback is very welcome! 



 
 

Questions? 


